Probability and Rationality
4Week 1: The Probability Calculus


4Week 2: Interpretations of Probability


5Week 3: Subjective Probability


6Week 4: Bayesian Epistemology


6Week 5: Objective Chance


7Week 6: Reading Week – no lectures


7Week 7: Introduction to Decision Theory


8Week 8: Decision Theory II


8Week 9: Newcomb’s Problem


9Week 10: Game Theory


9Week 11: The Prisoner’s Dilemma and the Problem of Co-operation


10Week 12: Evolutionary Game Theory




Lecturer: Prof. Samir Okas
Seminar Leader: Dr. John Gros
Course Structure 
This is a 20 credit unit, taught by weekly lectures and weekly seminars. 

Assessment is by 3 hour examination

Requirements 
(i) attendance at all lectures and seminars
(ii) one essay, due on Friday 24th November 2007
(iii) coursework for the seminar, as determined by Seminar Leader
It is essential that you read the starred item(s) on the lecture list before each seminar

Course Description
This course focuses on the concept of probability, and the related topic of rational decision. Probability raises a number of interesting philosophical questions. For example, is probability an objective feature of reality, or is it merely a reflection of our ignorance of reality? Is there more than one concept of probability? What is the relationship between ‘objective’ and ‘subjective’ probability? Can probability be used to shed light on philosophical topics such as induction, causation, and learning from experience? These and other questions are discussed in the first half of the course (wks 1 to 5). The second half of the course (wks 7-12) focuses on decision theory and game theory. Questions to be discussed include: how should a rational person choose what to do, if they are uncertain about the consequences of their action? Must a rational agent seek to maximise their expected utility? Does causality play an essential role in rational decision making, or not? In the ‘one-shot’ Prisoner’s dilemma, what is the rational course of action? Is the logic behind ‘backwards induction’ reasoning sound?
Course materials, including lecture notes, will be posted online on Blackboard, at https://www.ole.bris.ac.uk/, under ‘Probability and Rationality’. You need to print out the relevant lecture notes before each lecture and bring them to each lecture.
Please enrol for the course on Blackboard as soon as possible.

Provisional Lecture Topics

Week 1: The Probability Calculus
Week 2: Interpretations of Probability

Week 3: Subjective Probability
Week 4: Bayesian Epistemology
Week 5: Objective Chance
Week 6: Reading Week (no lecture; revision seminar)

Week 7: Introduction to Decision Theory 

Week 8: Decision Theory II
Week 9: Newcomb’s Problem
Week 10: Game Theory

Week 11: The Prisoner’s Dilemma and the Problem of Co-operation
Week 12: Evolutionary Game Theory
Reading Guide

For the first part of the course (week 1-5) useful books and articles include:

Ian Hacking, An Introduction to Probability and Inductive Logic

Donald Gillies, Philosophical Theories of Probability
Hugh Mellor, Probability: a Philosophical Introduction
Brian Skyrms, Choice and Chance 4th edition
Colin Howson and Peter Urbach, Scientific Reasoning: the Bayesian Approach

You should buy the book by Hacking, available in the bookshop.

The following articles in the Stanford Encyclopedia of Philosophy (available online at http://plato.stanford.edu/ ) are useful:

‘Interpretations of Probability’, ‘Inductive Logic’, ‘Bayes’ Theorem’, ‘Bayesian Epistemology’

Two online articles by Michael Strevens are useful:

‘Probability and Chance’, at 

http://www.strevens.org/research/simplexuality/Probability.pdf

‘Notes on Bayesian Confirmation Theory’, at http://www.nyu.edu/gsas/dept/philo/user/strevens/Classes/Conf06/BCT.pdf

For the second part (wks 7-12), useful books include:

P. Gardenfors and N. E. Sahlin, (eds.) Decision, Probability, Utility
Michael Resnik, Choices: an Introduction to Decision Theory
Ellery Eels, Rational Decision and Causality
Brian Skyrms, Evolution of the Social Contract
Richard Jeffrey, The Logic of Decision
Herbert Gintis, Game Theory Evolving
Two further Stanford Encyclopedia of Philosophy will be useful: ‘Game Theory’ and
‘Evolutionary Game Theory’
Also useful is an online article by Sven Hansson entitled ‘Decision Theory’, available at: http://www.infra.kth.se/~soh/decisiontheory.pdf
The online articles mentioned above will be placed on the course Blackboard website.

The books mentioned above are in the short-loan collection in the library; the Hacking book is in the University bookshop, though also available through Amazon. Occasionally, photocopied articles will be placed in a course folder, available in the Philosophy Office. These are for photocopying, not borrowing; it is essential that they are replaced promptly after copies have been made.

Provisional Topics and Readings

Week 1: The Probability Calculus

Probability plays an important role in everyday and scientific reasoning, and increasingly has been put to use in philosophical projects, e.g. to help explain the nature of induction, causation, leaning from experience, and rational decision. However, the concept of probability, though mathematically straightforward, is philosophically problematic. At the heart of probability theory lies the probability calculus, i.e. the formal axioms which govern probabilities, and their logical consequences. This lecture outlines the probability calculus, and explains such crucial notions as conditional probability, probabilistic independence, the theorem of total probability, and Bayes’ theorem. A firm grasp of this material is essential for understanding the rest of the course.

Seminar Reading

Ian Hacking, An Introduction to Probability and Inductive Logic, chs 4-6

M. Strevens, ‘Notes on Bayesian Confirmation Theory’, pp.1-18.

Seminar Questions
1. What is meant by a ‘probability function’?      
2. What is meant by a ‘sample space’?      
3. What are the three fundamental axioms of the probability calculus?      
Give intuitive justifications for each.      
4. What is the definition of conditional probability?      
How might this definition be justified?      
5. Explain the concept of probabilistic independence, giving examples.      
Further Reading

Week 2: Interpretations of Probability
The probability calculus tells us the laws that probabilities obey, but it does not tell us what probability actually is, i.e. the meaning that attaches to statements of the form ‘the probability of event E is ½’. There exists a variety of different ‘interpretations’ of the probability calculus (or concepts of probability), e.g. the classical, logical, frequentist, subjective, and propensity interpretations. These can be classified in two criss-crossing ways: epistemic versus physical, and subjective versus objective. This lecture outlines the various interpretations, discusses the pros and cons of each, and briefly considers the relationship between them.
Seminar Reading

I. Hacking, Introduction to Probability and Inductive Logic, chs. 11-12.

A. Hajek, ‘Interpretations of Probability’, Stanford Encyclopedia of Philosophy
Seminar Questions

1. What do you understand by the project of ‘interpreting’ the probability calculus?

2. Explain the difference between ‘objective’ and ‘subjective’ concepts of probability.
3. Explain the difference between ‘epistemic’ and ‘physical’ concepts of probability.

4. Are the competing interpretations of the probability calculus necessarily in conflict?
Further Reading

Brian Skyrms, Choice and Chance 4th ed., ch. VII (‘Kinds of Probability’)

S. Glennan, ‘Why there can’t be a logic of induction’, Philosophy of Science 1994. 

D. Gillies, Philosophical Theories of Probability, chs.1-4
D. Mellor, Probability: a Philosophical Introduction, chs.1-5
Week 3: Subjective Probability

On the subjectivist interpretation, probability is a measure of the strength of our belief. The probability axioms can then be thought of as consistency constraints on our degrees of belief. Degrees of belief (or ‘credences’) that satisfy the axioms are called ‘coherent’. The famous Dutch-book argument purports to show that a rational agent must always have coherent degree of belief. Subjectivists (sometimes called Bayesians) disagree among themselves about (i) whether subjective probability is the only legitimate kind of probability; and (ii) whether there are rationality constraints that go beyond probabilistic coherence. Subjectivists also usually hold that a person should update their degrees of belief, in the light of new evidence, by the process known as conditionalization. This lecture examines these and related aspects of subjective probability theory.
Seminar Reading

A. Hajek, Interpretations of Probability, sec.3.5 (skip3.5.3)

M. Strevens, ‘Bayesian Confirmation Theory’, sections 5, 6, 9

Seminar Questions

1. Is probabilistic coherence a defensible rationality requirement?

2. How strong is the Dutch-book argument for coherence?
3. Explain the difference between synchronic and diachronic coherence.
4. Should a subjectivist also believe in objective probability?

Further Reading

I. Hacking, Introduction to Probability and Inductive Logic, chs. 13-15.
P. Teller, ‘Conditionalization and Observation’, Synthese 1973.
D. Christensen, ‘Clever Bookies and Coherent Beliefs’, Philosophical Review 1991. 
C. Howson and P. Urbach, Scientific Reasoning, ch. 3
R. Jeffrey, Subjective Probability: the Real Thing
R. Jeffrey, ‘Probability and the Art of Judgement’, in his Probability and the Art of Judgement.

D. Gillies, Philosophical Theories of Probability, ch. 4
M. Streven, ‘Probability and Chance’, pp.1-20.
Week 4: Bayesian Epistemology

Subjective probability can be used as a foundation for tackling traditional problems in epistemology/philosophy of science, concerning (for example) induction, confirmation of hypotheses, evidential support, and learning from experience. This research program is sometimes called ‘Bayesian epistemology’; its relation to traditional epistemology is a contentious issue. The basic idea is to assume that agents obey Bayesian principles, including updating by conditionalization, and to use this as a basis for assessing various methodological ideas about ‘correct’ inductive reasoning propounded by traditional philosophers. Thus for example, Bayesians claim to be able to explain why the hypothetic-deductive method is a good one, why we don’t always discard theories that make false predictions, and why we prefer simple to complex theories.

Seminar Reading

C. Howson and P. Urbach, Scientific Reasoning, ch. 4

M. Strevens, ‘Bayesian Confirmation Theory’, chs. 6-7
Seminar Questions
1. How useful is the Bayesian notion of evidential support?
2. Does Bayesianism shed any light on the traditional problem of induction?

3. How convincing do you find the Bayesian ‘vindication’ of traditional methodological maxims?

4. Is there really a Bayesian vindication of the hypothetic-deductive method?

5. What do you make of the charge that Bayesian confirmation theory is ‘too subjective’?
Further Reading

I. Hacking, Introduction to Probability and Inductive Logic, ch 15.

J. Earman, Bayes or Bust: a Critical Introduction to Bayesian Confirmation Theory.

P. Horwich, Probability and Evidence
D. Mellor, Probability: a philosophical introduction, ch.6
Week 5: Objective Chance

Most philosophers agree that the probabilities postulated by many scientific theories, from physics to biology, are not epistemic, but physical. When a physicist says that a given atom has a probability of ½ of decaying in the next hour, this is surely a statement of fact about the world, not a statement about her degrees of belief. Such objective, physical probabilities are often called ‘chances’, or (sometimes) propensities. But chances raise a number of tricky philosophical questions. How do we know that chances obey the probability calculus? What is the relationship between chance and long-run frequency? Do ‘single case’ or token events have objective chances? Should our beliefs about the objective chance of an event influence the subjective probability that we give to that event?
Seminar Reading

M. Strevens, ‘Probability and Chance’, p. 20ff
D. Lewis, ‘A Subjectivists Guide to Objective Chance’, in his Collected Papers volume 2.
Seminar Questions

1. Should we believe in objective chance?

2. Can objective chances exist in a deterministic world?

3. Explain Lewis’s ‘Principal principle’. Does it represent a genuine rationality constraint?

4. Does it make sense to talk about the objective probability of a token event?
Further Reading

D. Gillies, Philosophical Theories of Probability, chs. 6-7.

P. Humphreys, ‘Why Propensities can’t be Probabilities’, Philosophical Review 1985.
C. Hoefer, ‘Objective Probability: the Third Way’, forthcoming in Mind.
B. Loewer, ‘David Lewis’ Theory of Chance’, Philosophy of Science 2004.

Week 7: Introduction to Decision Theory 

In real-life, we often have to make decisions in the face of uncertainty about how the world will turn out. The aim of decision theory is to codify the principles of ‘rational’ decision-making, and to explore their consequences. Orthodox decision theory revolves around the principle of maximising expected utility. This lecture outlines the basics of decision theory, explains the historical origin of the expected utility principle, and considers the alleged distinction between decision-making under uncertainty and under risk. The famous St. Petersburg paradox is briefly discussed, along with its standard resolutions.
Seminar Reading

S. Hansson, ‘Decision Theory’ http://www.infra.kth.se/~soh/decisiontheory.pdf, sections 1-5, esp. sections 4-5
Seminar Questions

.1. Should we accept the distinction between decision-making under ‘risk’ and under ‘uncertainty’?

2. What does the St. Petersburg paradox teach us?

3. Explain how the expected utility of an action is calculated.

4. Should we construe the expected utility principle as a descriptive or a normative claim about decision making? 
Further Reading
I. Hacking, Intro. to Probability and Inductive Logic, chs.8-10
R. Jeffrey, The Logic of Decision, ch. 1

M. Resnik, Choices, chs. 3 and 4

Week 8: Decision Theory II

The principle of maximising expected utility is intuitively compelling, but can it be given a deeper justification? Many decision theorists believe that the answer is ‘yes’. The famous ‘expected utility theorem’ shows that so long as an agents preference’s obey certain fundamental axioms, (including, for example, transitivity), then they will behave as if they are maximising expected utility. Conversely, someone who doesn’t maximise expected utility must be violating one of these axioms. Most important of these axioms is the sure thing principle of L.J. Savage. The experimental evidence that people do not obey the axioms of decision theory is examined. Other critiques of decision theory, including the charge that it ignores attitudes towards risk, are also discussed.

Seminar Reading

I. Hacking, Intro. to Probability and Inductive Logic, chs.8-10

M. Resnik, Choices, chs. 3 and 4

Seminar Questions

1. How compelling is the maximise expected utility principle?
2. Explain the expected utility theorem in your own words. What does it show?
3. Is the sure-thing principle a genuine rationality requirement?

4. What should we make of the evidence against Bayesian decision theory, qua description of how people act?

5. Does Bayesian decision theory assume that people are risk-neutral?

Further Reading

L. Sowden, ‘The Inadequacy of Bayesian Decision Theory’, Philosophical Studies 1984.

A. Tversky, ‘A Critique of Expected Utility Theory’, Erkenntnis 1975

P. Weirich, ‘Expected Utility and Risk’, British Journal for Philosophy of Science 1986.

R. Jeffrey, The Logic of Decision, ch. 1

Week 9: Newcomb’s Problem

To cover situations where an agent’s choice of action can affect the state of the world, Jeffrey proposed the principle of maximising conditional expected utility. However, this principle soon ran in trouble. The famous Newcomb problem describes a situation when there is an apparent clash between maximising conditional expected utility and the dominance principle; the latter seems very hard to reject. In the problem, an agent is required to choose between taking one box and taking two boxes; where the latter choice apparently guarantees an extra $1000. The philosophical morals of the Newcomb problem are explored, in particular its connection to the problem of counterfactual conditionals. 
Seminar Reading
D. Lewis, ‘Causal Decision Theory’, in his Philosophical Papers, also in Gardenfors and Sahlins (eds.) Decision, Probability and Utility.

T. Horgan, ‘Counterfactuals and Newcomb’s Problem’, Journal of Philosophy 1981.
Further Reading

M. Resnik, Choices, section 4.5

A. Gibbard and W. Harper, ‘Counterfactuals and Two Kinds of Expected Utility’, in Gardenfors and Sahlins (eds.) Decision, Probability and Utility.
D. Lewis, ‘Prisoner’s Dilemma is a Newcomb Problem’, Philosophy and Public Affairs 1979.

E. Eels, Rational Decision and Causality
Week 10: Game Theory
In many situations, an agent’s payoff depends not just on their own choice of action, but also on the choice of another agent. (The two agents are then said to be playing a game.) The study of optimal (utility maximising) behaviour in such situations in called game theory. This lecture introduces the basic concepts of game theory, with illustrative examples. The key Nash equilibrium concept, and its relation to the common knowledge assumption is explained. The technique of finding Nash equilibria by elimination of dominated strategies is discussed, as is the related ‘backward induction’ argument. The philosophical controversy surrounding backwards induction is briefly examined.
Seminar Reading

H. Gintis, Game Theory Evolving, chs. 1-2
P. Petit and R. Sudgen, ‘The Backwards Induction Paradox’, Journal of Philosophy 1989.
Seminar Questions
1. What is the difference between a normal-form and an extensive-form game?
2. Explain the concept of a Nash equilibrium.

3. Is the common knowledge assumption sufficient to guarantee that players will settle on a  Nash equilibrium?

4. Is the ‘backwards induction’ argument valid, in your opinion?

Further Reading

M. Resnik, Choices, ch.5
D. Ross, ‘Game Theory’, Stanford Encyclopedia of Philosophy
Week 11: The Prisoner’s Dilemma and the Problem of Co-operation

The prisoner’s dilemma illustrates the fact that individuals acting in their self-interest may produce an outcome which is socially sub-optimal. This so-called ‘paradox’ has attracted a lot of discussion, much of it focused on the question of why humans seem to engage in so much co-operative behaviour. Various answers to this question are discussed. The difference between the ‘one-shot’ and the ‘iterated’ Prisoner’s dilemma is explained, and the link between the one shot PD and the Newcomb problem is discussed. Finally, the idea that co-operation may be rational in the iterated prisoner’s dilemma game is examined, with reference to Axelrod’s famous Tit-for-Tat strategy. 
Seminar Reading
R. Axelrod, ‘The Problem of Co-operation’, and ‘The Success of Tit-for-Tat in Computer Tournaments’ (chapters 1 and 2 of his The Evolution of Co-operation)
S. Kuhn, ‘The Prisoner’s Dilemma’, in the Stanford Encyclopedia of Philosophy, especially section on Iteration.
Seminar Questions

1. Is it irrational to co-operate in the one-shot Prisoner’s dilemma? Does it make a difference if you are playing against a psychological clone?
2. Is is irrational to co-operate in the iterated PD? Does it make a difference between the iteration is finite or infinite?
3. Is the PD a good model of the actual situations that humans find themselves in?

4. How intuitively compelling is the TFT strategy in the iterated PD?
5. Explain the connection between the Prisoner’s Dilemma and the Newcomb problem.
Further Reading
D. Lewis, ‘Prisoner’s Dilemma is a Newcomb Problem’, Philosophy and Public Affairs 1979.

R. Axelrod, The Evolution of Co-operation
R. Axlerod, ‘Evolving new Strategies: the Evolution of Co-operation in the Iterated Prisoner’s Dilemma’, available at http://www-personal.umich.edu/~axe/

L. Bovens, ‘The Backwards Induction argument for the Finite Iterated Prisoner’s Dilemma’, Analysis 1996.

M. Nowak, Evolutionary Dynamics
Week 12: Evolutionary Game Theory
Evolutionary biologists frequently employ game-theoretic concepts to study the evolution of social behaviour among animals. In evolutionary game theory, payoffs are measured in units of fitness (or number of offspring), rather than utility; the ‘optimal’ strategy is the one that maximises fitness, and that thus tends to spread in a population. The basic concepts of evolutionary game theory are explained, with special attention to the famous ‘Hawk-Dove’ game. Skyrms’ idea that evolutionary game theory can explain behaviours that are anomalous from the viewpoint of classical game theory is then briefly examined.
Seminar Reading

J. Alexander, ‘Evolutionary Game Theory’, in Stanford Encyclopedia of Philosophy, especially section 3
B. Skyrms, ‘Darwin meets ‘The Logic of Decision’, Journal of Philosophy 1994

Seminar Questions

1. Explain the concept of an evolutionary stable strategy (ESS).

2. Explain the relation between the Nash equilibrium concept and the ESS concept.
3. How strong is the analogy between utility-maximisation in classical game theory and fitness-maximisation in evolutionary game theory?

4. In the one-shot evolutionary Prisoner’s Dilemma, can co-operation evolve?

Further Reading
R. Axelrod, The Evolution of Co-operation
B. Skyrms, Evolution of the Social Contract 
M. Nowak, Evolutionary Dynamics
H. Gintis, Game Theory Evolving
S. Okasha, ‘Rational Choice, Risk Aversion and Evolution’, Journal of Philosophy 2007.
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